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Background: Bard AI, an AI chatbot developed by Google, emerged as a response to the success of OpenAI's ChatGPT. Bard utilizes 

natural language processing and machine learning techniques to emulate human-like dialogue.  

Objectives: In this paper, we wanted to compare the Bard’s performance to that of ChatGPT at various medical and surgical related tasks.  

Methods: The responses generated were then examined by three doctors based at three different institutions to compare the performance 

of each AI chatbot for each specific prompt.  

Results: Bard had the ability to generate a discharge summary, summarize medical literature, and recommend relevant medical guidelines. 

However, Bard’s generated responses were not always clinically appropriate and contained both minor and major errors. Bard and 

ChatGPT will likely be followed by even more capable AI systems.  

Conclusions: As these new tools are released it is important that they be viewed cautiously, ensuring that patient safety remains the 

fundamental priority.  
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INTRODUCTION 

Bard AI, an artificial intelligence (AI) chatbot developed 

by Google, emerged as a response to the success of 

OpenAI's ChatGPT (http://chat.openai.com/) in the field 

of AI-generated content and conversation [1]. Bard 

(https://bard.google.com/chat), similar to ChatGPT, is 

an AI-driven chatbot that utilizes natural language 

processing and machine learning techniques to emulate 

human-like dialogues [2]. Nevertheless, Bard 

distinguishes itself by eliciting reactions from the online 

community through the utilization of its sophisticated 

language model, PaLM 2 (Pathways Language Model 2), 

specifically engineered to demonstrate exceptional 

proficiency in areas such as common-sense reasoning, 

logic, and mathematics [1]. The upgraded model 

significantly improves Bard's capacity to deliver 

 
New Asian Journal of 

 

Medicine 

https://doi.org/10.61838/kman.najm.1.2.5
http://creativecommons.org/licenses/by-nc/4.0
https://crossmark.crossref.org/dialog/?doi=10.61838/kman.najm.1.2.5
http://creativecommons.org/licenses/by-nc/4.0
https://doi.org/10.61838/kman.najm.1.2.5
https://orcid.org/0000-0001-8999-0212
https://orcid.org/0000-0002-6750-6036
https://orcid.org/0000-0003-0120-0939
https://orcid.org/0000-0002-6290-5484
https://orcid.org/0000-0002-2473-299X
https://orcid.org/0000-0001-9460-1269


Waisberg et al. 

38 

 

comprehensive and logically structured responses in 

comparison to its previous iterations [1]. 

The Bard system operates by leveraging a 

comprehensive dataset known as Infiniset, which 

encompasses dialog data sourced from public forums, C4 

data, code documents, and other relevant sources. The 

utilization of this training data enhances Bard's capacity 

to comprehend language and context at a profound level, 

thereby enabling it to actively participate in substantial 

and meaningful dialogues. The primary objective of Bard 

is to retrieve information and deliver succinct responses, 

thereby differentiating itself from conventional search 

engine results through the provision of additional links 

for users to delve into for more information [3]. 

Moreover similar to ChatGPT, the involvement of Bard as 

a personal assistant could potentially facilitate 

healthcare providers in effectively writing operative 

notes [4], helping clinicians code AI algorithms [5], 

accessing pertinent medical data and making 

appointments swiftly. With access to up-to-date 

information, Bard has the potential to revolutionize 

medicine, surgery and reduce workloads for healthcare 

professionals worldwide. 

In this paper, we wanted to compare the Bard’s 

performance to that of ChatGPT (GPT 3.5) at various 

medical and surgical related tasks. These prompts were 

all executed in August 2022, with Bard (update 

2023.07.13) and ChatGPT version 3.5. The responses 

generated were then examined by three doctors at three 

different institutions, across two continents (E.W., J.O, 

A.G.L) to determine which AI chatbot had a higher level 

of performance for each specific prompt.  Firstly, we 

wanted to examine Bard’s ability to write a discharge 

summary (Figure 1A). Although discharge summaries 

are often time-consuming and relatively repetitive tasks, 

high levels of detail are required to ensure accurate and 

reliable medical documentation. Poorly written 

discharge summaries may also lead to other patient 

safety risks such as missed follow-up appointments and 

medication errors. 

 

Figure 1. A: Generated by Bard from the prompt “write a discharge summary for a patient who received an uncomplicated appendectomy 

with follow-up instructions”. B: ChatGPT’s response to the same prompt.

The discharge summary provided by Bard included 

many details which did not need to be included in a 

discharge summary (e.g., initial physical exam finding 

prior to surgery and the discussion of pre-surgical lab 

values and imaging study results). Additionally Bard also 

fabricated a patient name (Jane Doe), patient age (25), 

date of admission (2023-08-14), discharge date (2023-

08-16), symptoms and lab values. Therefore, if this note 

was used by a medical provider, much of the note would 

have to be deleted, revised, or re-written correctly. The 

Bard-generated note also did not include any space for 

an attending physician’s name or contact information, 

which is a major error and an essential component of a 

discharge note. In contrast, the discharge note provided 

by ChatGPT was much more clearly written with 

separate headings indicating the procedure performed, 

post-operative course, medications, clear follow-up 

instructions and a section for the attending physicians 
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signature and contact information. Additionally, no 

patient information was fabricated by ChatGPT and 

sections were marked with open fields (e.g., [Patient’s 

Full Name], [Surgery Date]). 

Next, we wanted to examine Bard’s ability to summarize 

clinical trial information. Staying up to date with the 

latest clinical trials is essential for clinicians to ensure 

they are following the most up to date practices to 

optimize patient outcomes. Clinicians are also extremely 

busy, and reading all of the recently published clinical 

trials that are published every week is not feasible for 

most.  We asked Bard to summarize the latest trials in 

treating chronic obstructive pulmonary disease (Figure 

2). 

 

Figure 2. A: Generated from the prompt “what are the latest trials in treating chronic obstructive pulmonary disease”. B: ChatGPT’s response 

to the same prompt. 

Bard described four recent clinical trials related to 

chronic obstructive pulmonary disease. These trials 

reported were published relatively recently such as the 

phase 3 trial results of Dupilimab (published July, 2022).  

However, upon closer inspection, the “Phase 3 Trial of 

Tezepelumab in COPD” was a non-existent trial and 

reference (i.e., an AI “hallucination”) that was generated 

by Bard. The latest stage clinical trial currently 

investigating the use of Tezepelumab in adults with 

COPD is the COURSE trial (currently at Phase 2a).[6] The 

most likely reason for this fabrication was because of an 

abstract published on the use of tezepelumab in patients 

with severe asthma [7]. This abstract was presented at a 

conference session titled “Prediction of exacerbations in 

patients with COPD” which could potentially explain the 

error produced by the chatbot. However, errors in study 

reporting such as this can be extremely misleading for 

clinicians and scientists and study reporting from Bard 

should be used with extreme caution. Additionally, no 

referencing is provided by Bard, so verifying the 

credibility of its outputs can be time consuming, and 

impractical. 
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In contrast, ChatGPT was unable to provide any 

information and stated that the last knowledge update 

was in September 2021, and instead recommends 

clinical trial registries, healthcare organizations and 

medical journals for more up to date information. 

We then examined Bard’s ability to provide the latest 

information on the latest guidelines related to generative 

adversarial networks (GANs) in medicine. GANs are a 

revolutionary deep learning technique that can allow for 

image translation between various imaging modalities 

[8]. 

 

Figure 3. A: Generated by Bard from the prompt “what are the latest guidelines for generative adversarial networks in medicine”. B: 

ChatGPT’s response to the same prompt. 

While both Bard and ChatGPT did not provide specific 

guidelines as these do not yet exist, both mention key 

considerations for the usage of GANs in medicine 

including acknowledging potential biases, ensuring GAN 

generated data does not compromise patient safety and 

establishing rigorous validation methods. These AI-

generated responses were both specific and accurate. 

Finally we wanted to examine Bard’s ability to interpret 

a medical image by providing it with an image of 

autosomal dominant optic atrophy (Figure 4).[9] The 

most recent update of Bard integrated Google Lens, 

allowing images to be added alongside prompts. 
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Figure 4. A: Providing Bard with a fundus photograph image of autosomal dominant optic atrophy. The image on the left had original title 

data (Figure 4A) while the image analyzed on the right had an anonymized title. Reprinted without changes from Waisberg E, Micieli JA. 

Neuro-Ophthalmological Optic Nerve Cupping: An Overview. Eye Brain. 2021 Dec 14;13:255-268. doi: 10.2147/EB.S272343 under 

Creative Commons Attribution - Non Commercial (unported, v3.0) License. 

The initial analysis provided by Bard (Figure 4A) was 

extremely impressive, stating that the image was a 

fundus photograph and optic atrophy was present in this 

image. However, it is important to note that the file name 

of the figure was not renamed after being downloaded 

and was titled “An - 18 - year - old - man - with - dominant 

- optic - atrophy - DOA - The - fundus - photographs - top 

- panel.png”. We then anonymized this file name and re-

tested the analysis (Figure 4B). Following this file name 

change, Bard was unable to analyze this image and stated 

“I am not able to analyze medical images”. 

LIMITATIONS 

While Bard is a highly promising tool, it is important to 

note that Bard is still actively under development, and 

errors can be made in the generated outputs. Concerns 

have previously been posed for ChatGPT producing 

incorrect or even non-existent information or 

references.[10] An AI chatbot cannot achieve a human-

like understanding of text, which may lead to mis-

interpretations of subtleties in wording.[11] A false 

response by Bard or another AI chatbot is often referred 

to as a “hallucination”. In a medical scenario this is 

particularly dangerous, as even subtle errors can put 

patient safety at risk, and a response generated by a 

chatbot may also appear very convincing. The 

hallucination above in Figure 2A shows how minor 

misinterpretations by Bard of a study can lead to 

inaccurate outputs that can appear correct. As training 

with more medical-specific data occurs, the performance 

of Bard and ChatGPT will likely continue to improve.[12, 

13] However because of the reported errors and the risk 

to patient safety, Bard should not yet be used clinically, 

and further research is required to improve response 

accuracy. 

Similar to other AI-chatbots, Bard functions as a black 

box model and it is often no clear how outputs are 

generated. This adds an additional layer of difficulty 

when interpreting the accuracy of the generated output. 

It must also be noted that Bard was trained on an 

immensely large dataset of text from various different 

sources which are not always reliable such as social 

media posts and news articles, rather than only relying 

on peer-reviewed sources. This can lead  Bard to produce 

factual inaccuracies. In addition to this, Bard can only 

remain as unbiased as the data it is trained on. Caution 



Waisberg et al. 

42 

 

should be taken to not allow AI chatbots such as Bard to 

increase inequalities in medicine. 

Protection of patient data and complying with local data 

storage regulations is also essential for Bard (such as 

General Data Protection Regulation (GDPR), HIPAA etc..). 

GDPGoogle currently collects all Bard conversations, and 

they may be read and annotated by human reviewers for 

quality improvement purposes. For this reason, Bard 

should not currently be used to process any confidential 

patient medical information.  

Regarding image analysis, in Figure 4B, Bard stated that 

it does not analyze medical images. It also appears that 

Bard is reliant on using text-based image metadata to aid 

in its image analysis. Therefore, medical image analysis 

using Bard should not be used clinically or interpreted 

with a high degree of caution until further improvements 

are made. 

Another final concern regarding Bard is reproducibility. 

When asked the exact same question, with the same 

wording, Bard can produce multiple different responses. 

This lack of consistency in response generation can lead 

to further difficulties when evaluating the responses 

generated by Bard. 

CONCLUSION 

AI chatbots such as Bard, have the potential to 

revolutionize both medicine and surgery. While Bard is 

still labelled as an “Experiment” the possibilities of an 

effective AI chatbot go far beyond the capabilities 

described here. Bard and ChatGPT will likely be followed 

by even more capable AI systems. As these new tools are 

released it is important, they are approached cautiously, 

ensuring that patient safety remains the fundamental 

priority.  Finetuning large language models will be the 

next step in improving the clinical performance of LLMs, 

with the incorporation of data from real medical records 

to improve the knowledge base of these models [14]. 
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